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Abstract

The basic theory of internal solitary waves is reviewed, with the main emphasis on appli-
cations to the many observations of such waves in shallow coastal seas, fjords, lakes and in
the atmospheric boundary layer. Commencing with the equations of motion for an inviscid,
incompressible density-stratified fluid, we describe asymptotic reductions to model long-wave
equations, including the well-known Korteweg-de Vries equation, and several extensions. These
include a variable-coefficient extended Korteweg-de Vries equation which is proposed as an ap-
propriate evolution equation to describe internal solitary waves in environmental situations.
Various analytical and numerical solutions will be discussed.

Introduction

Solitary waves are finite-amplitude waves of permanent form which owe their existence to a
balance between nonlinear wave-steepening processes and linear wave dispersion. Typically, they
consist of a single isolated wave, whose speed is an increasing function of the amplitude. They
are ubiquitous, and in particular internal solitary waves are a commonly occuring feature in the
stratified flows of coastal seas, fjords and lakes (see, for instance [1-6]) and in the atmospheric
boundary layer (see, for instance [7-9]) Moreover, solitary waves are notable, not only because of
their widespread occurrence, but also because they can be described by certain generic nonlinear
wave equations which are either integrable, or close to integrability. The most notable example
in this context is the now famous Korteweg-de Vries equation, which will figure prominently in
this review article.

Our aim here is to describe appropriate model evolution equations to describe internal soli-
tary waves, and indicate briefly some of their more salient properties. In the next section we
will demonstrate how canonical model equations can be systematically derived from the com-
plete fluid equations of motion for an inviscid, incompressible, density-stratified, fluid, with
boundary conditions appropriate to an oceanic situation. Our main focus is on the Korteweg-de
Vries (KdV) equation, but importantly, in order to account for the large amplitudes sometimes
observed, we extend this model to the extended Korteweg-de Vries (eKdV) equation which con-
tains both quadratic and cubic nonlinearity, and describe its solitary wave solutions. In the
third section, we will introduce the modifications necessary to incorporate the effects of a vari-
able background environment and dissipative processes. The outcome is a variable-coefficient
extended Korteweg-de Vries equation. In general this model equation needs to be solved numer-
ically, but to give some insight into the nature of the solutions, we present a particular class of
asymptotic solutions describing a slowly-varying solitary wave.

Weakly nonlinear long wave models

Let us consider an inviscid, incompressible fluid which is bounded above by a free surface and
below by a flat rigid boundary. Suppose that the flow is two-dimensional and can be described



by the spatial coordinates (x,z) where x is horizontal and z is vertical. This configuration is
appropriate for the modelling of internal solitary waves in coastal seas, and to some extent in
straits, fjords or lakes provided that the effect of lateral boundaries can be ignored. The exten-
sions to this basic model needed to incorporate these lateral effects, the effects of a horizontally
variable background state, and various dissipative processes, will be described later.

In the basic state the fluid has density po(z), a corresponding pressure pg(z) such that
por = —gpo describes the basic hydrostatic equilibrium, and a horizontal shear flow in the
r—direction. Then, in standard notation, the equations of motion relative to this basic state are

po(ur + upty + wugz) + pe = —(po + p) (uuy + wu,) — p(up + oty + wugy), (1a)
Pz +gp = —(po + p)(wi + vows + vw, + ww,) (1b)
9(pt + wopa) — poN*w = —g(up, + wp) (1c)

Here (up + u,w) are the velocity components in the (z, z) directions, py+ p is the density, po +p
is the pressure and ¢ is time. N(z) is the bouyancy frequency, defined by

poN? = —gpo- (2)
The boundary conditions are
w=0, at z=—h (3a)
po+p=0, at z=n, (30)
and
M+ uole + uny = w, at z=n. (3¢)

Here, the fluid has undisturbed constant depth h, and 7 is the displacement of the free surface
from its undisturbed position z = 0.

To describe internal solitary waves we seek solutions whose horizontal length scales are much
greater than h, and whose time scales are much greater than N~!. We shall also assume that
the waves have small amplitude. Then the dominant balance is obtained by equating to zero the
terms on the left-hand side of (1a-d); together with the linearization of the free surface boundary
conditions we then obtain the set of equations describing linear long wave theory. To proceed
it is useful to use the vertical particle displacement { as the primary dependent variable. It is
defined by

G+ uply +uly +wl, = w. (4)

Note that it then follows that the perturbation density field is given by p = po(z — () — po(2) =~
poN%¢ as ¢ — 0, where we have assumed that as x — —oo, the density field relaxes to its basic
state.

Linear long wave theory is now obtained by omitting the right-hand side of equations (la-d),
and simultaneously linearising boundary conditions (3b,c). Solutions are sought in the form

(= Az — ct)¢(2), ()

while the remaining dependent variables are then given by analogous expressions. Here c is the
linear long wave speed, and the modal function ¢(z) is defined by the boundary-value problem,

{po(c —uo)’¢:}. + poN?¢p =0, iIn —h<z<0, (6a)
¢p=0 at z=—h, (6b)
and (¢ —up)?¢p, = gp at z=0. (6¢)



Typically, the boundary-value problem (6a-c) defines an infinite sequence of modes, ¢ (z), n =
0,1,2,..., with corresponding speeds ¢. Here, the superscript “+” indicates waves with ¢, >
maxug(z) and ¢, < minug(z) respectively. We shall confine our attention to these regular
modes, and consider only stable shear flows. Note that it is useful to let n = 0 denote the
surface gravity waves for which ¢ scales with \/gh, and then n = 1,2, 3, ... denotes the interval
gravity waves for which ¢ scales with Nh. In general, the boundary-value problem (6a-c) is
readily solved numerically. Typically, gbf(z), n = 1,2,3,..., have n extremal points in the
interior of the fluid, and vanish near z = 0 (and, of course, also at z = —h)

It can now be shown that, within the context of linear long wave theory, any localised initial
disturbance will evolve into a set of outwardly propogating modes, each given by an expression
of the form (5). Assuming thats the speeds ¢ of each mode are sufficiently distinct, it is
sufficient for large times to consider just a single mode. Henceforth, we shall omit the indices
and assume that the relevant mode (usually n=1) has speed ¢, amplitude A and modal function
¢(z). Then, as time increases, we expect the hitherto neglected nonlinear terms to have an
effect, and to cause wave steepening. However, this is opposed by the terms representing linear
wave dispersion, also neglected in the linear long wave theory. A balance between these two
effects emerges as time increases and the well-known outcome is the Korteweg-de Vries (KdV)
equation, or a related equation, for the wave amplitude.

The formal derivation of the evolution equation requires the introduction of the small param-
eters, o and e, respectively characterising the wave amplitude and dispersion. A KdV balance
requires o = €2, with a corresponding timescale of 3. The asymptotic analysis required is well
understood (see e.g. [3-4,10-13], so we shall give only a brief outline here. We introduce the
scaled variables

T=c¢eat, 0=¢(x—ct) (7)

and then let
¢ =aA0,7)d(2) + ’C+ ..., (8)

with similar expressions analgous to (8) for the other dependent variables. At leading order, we
get the linear long wave theory for the modal function ¢(z) and the speed ¢, defined by (6a-
c¢). Note that since the modal equation is homogeneous, we are free to impose a normalization
condition on ¢(z). A commonly used condition is that ¢(z,,) = 1 where |¢(z)| achieves a
maximum value at z = z,,,. In this case the amplitude A is uniquely defined as the amplitude
of ¢ (to 0(«)) at the depth z,,. However, other normalisations are possible and sometimes to be
preferred. Then, at the next order, we obtain the equation for (s,

{po(c —u0)*Cop:}s + poN?Cog = Mz, in —h<z<0, (9a)
G =0, at z=—h, (9b)
po(c —ug)*Cag: — poglos = N2, at z=0. (9¢c)

Here the inhomogeneous terms Ma, Ny are known in terms of A(,7) and ¢(z), and are given by
My = 2{po(c = uo)$.}-Ar + 3{po(c — u0)*¢2}.AAg — polc — uo)* b Aggs, (10a)

Ny = 2{po(c — u0)¢=} Ar + 3{po(c — u0)*¢2} AAy. (10b)

Note that the left-hand side of the equations (9a-c) is identical to the equations defining the
modal function (i.e. (6a-c)), and hence can be solved only if a certain compatibility condition
is satisfied, given by,

/_ Oh Mapdz = [Naglo—o (11)



Note that the solution for (s contains a term A,¢(z) where the amplitude As is left undetermined
at this stage.
Substituting the expressions (10a,b) into (11) we obtain the required evolution equation for
A, namely the KdV equation
Ar+ nAAg + NAggg = 0. (12)

Here, the coefficients 1 and A are given by

0
Tn=3 [ pole~uoPoldz, (130)

~h

0

I\ = / polc —ug)*¢? dz, (13b)

—h

where 0
I= 2/ polc — up)d? dz. (13c¢)

—h

Confining attention to waves propagating to the right, so that ¢ > uy; = maxwug(z), we see that
I and X are always positive. Further, if we normalise the first internal modal function ¢(z) so
that it is positive at its extremal point, then it is readily shown that for the usual situation
of a near-surface pycnocline, y is negative for this first internal mode. However, in general p
can take either sign, and in some special situations may even be zero. Explicit evaluation of
the coefficients 1 and A requires knowledge of the modal function, and hence they are usually
evaluated numerically.

Proceeding to the next highest order will yield an equation set analogous to (9a-c) for (3,
whose compatibility condition then determines an evolution equation for the second-order am-
plitude As. We shall not give details here (see [14]), but note that using the transformation
A+ aAs — A, and then combining the KdV equation (12) with the evolution equation for A,y
will lead to a higher-order KdV equation for A of the form.

A+ pAAg + Nogo + (VA Ag + BAgeess + A A9 + 6 A9 Agg) = 0. (14)

However, we must now point out that this higher-order Korteweg-de Vries equation (14) is,
strictly speaking, an asymptotic result valid when « is sufficiently small, and is most likely to
be useful when the coefficient p of the quadratic nonlinear term is small (e.g. O(e) where we
recall that a = €2?). Nevertheless, because observed internal solitary waves are often quite large,
it may be useful to use (14) as the model equation even when g is not small.

Next we note that choosing a particular normalisation fixes the amplitude A and hence
(2 uniquely, and then the coefficients in the higher-order Korteweg-de Vries equation (14) are
likewise uniquely determined. But a different choice for this normalisation would produce a
different set of coefficients. This allows us to make a near-identity transformation

1
B :A+a{§aA2 +bAgg}, (15)

where a specific choice of the coeflicients a, b corresponds to a change in the normalisation. It can
now be readily verified that substitution of (15) into (14) allows us to generate asymptotically a
higher-order Korteweg-de Vries equation for B of the same form as (14), but with the coefficients
v, 3,7 and 0 replaced by v —au/2, 3, and 6 — 3a\ + 2bu respectively. Note that the coefficients
1, A in the first-order Korteweg-de Vries equation are not changed, and nor are the coefficients
B and v of the higher-order equation.

In particular, we can now choose a so that the higher-order Korteweg-de Vries equation for
B is Hamiltonian. For (14) to be exactly Hamiltonian (as opposed to being only asymptotically



Hamiltonian), it is necessary that 0 = 2y which is generally not the case (see [14]). However
the near-identity transformation (15) with the choice 3aA = § — 2y and b = 0 will produce a
Hamiltonian form. With ¢ = 2+ the Hamiltonian form for (14) is,

0 6H
Ar="dg54° 16)
where the Hamiltonian H has the density
1 1 1 1 1

When (14) is Hamiltonian then it conserves not only the mass (i.e the integral of A), but also
the momentum whose density is A2, as well as the Hamiltonian itself, whose density is H. For
numerical purposes it is desirable that the evolution equation (14) should be Hamiltonian, and
hence the renormalisation implied by (15) is generally recommended.

Further, more is possible when the near-identity transformation (14) is enhanced to

1 / 6 !
B= A+ af{za4 +bAg —I—aAg/ Adf+V0A,Y. (18)

It can then be shown that, provided only that u, A are not zero, it is possible to choose the
available constants a, b, a/, b so that the resulting equation for B is just the Korteweg-de Vries
equation (i.e has the form (12)), or alternatively, the coefficients v, 3, v, J in (15) are all zero) with
an error of O(a?) (see [15-17]) Thus, in general the higher-order equation (14) is asymptotically
reducible to the integrable Korteweg-de Vries equation (12). However, we hasten to point out
that although this is an intriguing result, its use in practice in this context may well be very
limited because the amplitude parameter « is not necessarily so small that the transformation
(15) is applicable, and also there are circumstances when the coefficient p is close to zero, in
which case this reduction is not possible.

Indeed, a particularly important special case of the higher-order KdV equation (14) arises
when precisely when the nonlinear coefficient p (13a) in the KdV equation is close to zero. In
this situation, the cubic nonlinear term in the higher-order KdV equation is the most important
higher-order term, and (14) reduces to the extended KdV equation,

A4+ nAAg + ayA2A9 + Mgy = 0. (19)

For p = 0, a rescaling is needed and the optimal choice is to assume that p is 0(e), and then
replace A with A/e. In effect the amplitude parameter is € in place of €2.

In some atmospheric and oceanic applications, the depth h is not necessarily small relative
to the horizontal length scale of the solitary wave, but nevertheless the density stratification is
effectively confined to a thin layer of depth hy, which is much shorter that the horizontal length
scales. In this case, a different theory is needed, and was first developed in [18-19] The outcome
is the intermediate long-wave (ILW) equation ([8,20]), and for further details we refer the reader
to [3-4].

Both of the evolution equations, viz. the KdV equation (12) and the extended KdV equation
(19) are exactly integrable, (see, for instance, [21]), with the consequence that the initial-value
problem with a localised initial condition is exactly solvable. The most important implication of
this integrability for the KdV equation is that an arbitrary initial disturbance will evolve into a
finite number (M) of solitary waves (called solitons in this context) and an oscillatory decaying
tail. This, together with the robust stability properties of solitary waves, explains why internal
solitary waves are so commonly observed. Note that because solitary waves typically have speeds
which increase with the wave amplitude, the M waves are rank-ordered by amplitude as t — oo.



Also, to produce solitary waves at all, the initial disturbance should have the correct polarity
(e.g. pu [70, A(0,0)dd > 0 for the case of the KAV equation (12)). Note that, in applications the
initial condition A(#,0) for the evolution equation is found by first solving the linear long wave
equations, and then identifying the mode of interest. Thus A(#,0) is given by (5), which in turn
is a reduction from the actual initial conditions.

It follows from the proceeding discussion that in describing the solution of the evolution
equations, the most important step is to determine the solitary wave solutions. For the KdV
equation (12) this is given by

A = asech?B(0 — V1), (20a)

1
where V= gha = 4N32. (200)

Note that the speed V is for the phase variable 8, and the actual total speed is ¢ + aV. Since
the dispersion coefficient ) is always positive for right-going waves, it follows that these solitary
waves are always supercritical (V' > 0), and are waves of elevation or depression according as
M%O. We also see that S~! is proportional to \a]_%, and hence the larger waves are not only
faster, but narrower.

For the extended KdV equation (19) the corresponding solitary wave is given by [22-23],

a
A= , 21
T b (1 —b)cosh?3(6 — V) (21a)
1 /p 1 9
where V=cal=+zva) =4)\3", (21b)
3 \e 2
and 5
—va
and b= —————. (21c)
(2?” + Va)

Here we recall that p is 0(e) in (19), and so A is rescaled to e A. There are two cases to consider.
If v < 0, then there is a single family of solutions such that 0 < b < 1 and pa > 0. As b increases
from 0 to 1, the amplitude |a| increases from 0 to a maximum of |u/ev|, while the speed V also
increases from 0 to a maximum of —p2/6€e2v. In the limiting case when b — 1 the solution (21a)
describes the so-called “thick” solitary wave, which has a flat crest of amplitude a,, = —u/ey
and is terminated at each end by the bore-like solutions

€A = %am{l F tanh 5,,(0 — V1) } (22)

where V,,, = —p?/6e?v = 4)\32,. In the case u/e = 0 there are no exact solitary wave solutions
of (19) when v < 0, but instead there is the travelling bore solution

€A =atanh B(0 — V1), (23a)

1
where V= gva2 = 2232 (23b)

Note here that the amplitude of the travelling bore is a free parameter, and that the speed
V <.

For the case when v > 0, b < 0 and there are two families of solitary waves. One is defined
by —1 < b < 0, has pa > 0, and as b decreases from 0 to —1, the amplitude a increases from 0
to oo, while the speed V' also increases from 0 to co. The other is defined by —oco < b < —1, has
pa < 0 and, as b increases from —oo to —1, the amplitude |a| increases from —2|u|/ev to co. In
this case solitary waves exist if u/e =0 (b = —1) and are given by

€A =asech23(6 — V), (24a)



1
where V= EyaQ = 4\3? (24b)

On the other hand, as b — —oo,  — 0 and the solitary wave (21a) reduces to the algebraic

form

ag QM
ag = ———

A= B0 .
‘ 1+ va3h?/24\° ev

(25)

For the higher-order KdV equation (14) the structure of the solitary wave solutions has not
yet been determined completely, and indeed if the coefficients A, 3 of the linear dispersive terms
happen to have the same sign, then there is the possibility that there may not exist any “pure”
solitary waves, and instead localised structures are accomanpanied by ripples at infinity. Such
solutions are called generalised solitary waves, and for a general acount of their properties, the
reader is referred to [24].

Variable background

The KdV equation (12) is the basic model for the situation studied in Section 2, when the
flow is unidirectional, and the background state is horizontally uniform. Our purpose now is to
extend this basic model to situations where there is a variable background environment. This can
arise due to a variable depth h(X), or due to horizontal variability in the basic density po(X; z)
and horizontal velocity field ug(X; z) where X = eax. Here, for simplicity, we are considering
the situation when the background variability is unidirectional and in the flow direction. The
scaling indicates that we are assuming that the background varies on a length scale which is
much greater than that of the solitary waves, but is comparable to the length scale over which
the wave field evolves. The modal functions ¢(X;z) are again defined by (6a-c), but now
depend parametrically on X, and hence so does the wave speed ¢(X). An asymptotic expansion
analogous to (8) is then introduced, but the variables 7 and # in (7) are here replaced by

X dax’ 1
824255’ b= —(s—7), (26)

where we recall that 7 is defined by (7). The amplitude A(s,®) can then be shown to satisfy
the variable-coefficient extended KdV equation [25-26],

Ts gy K Vazg, 4 _
As + 20’A+ CAAw + CA Ay + C3AWM’ +~D(A) =0, (27)

which thus replaces (19). Here the coefficients ;(X), A(X) are defined by (30a,b), o(X) = I
and the term aD(A) represents the effects of friction. The significance of the coefficient o is
that 0 A2 is a measure of the wave action flux in the X —direction, and is a conserved quantity
in the absence of dissipation.

Dissipation can arise from several sources, such as turbulent mixing in the fluid interior
associated with local shear unstability, scattering due to bottom roughness and viscous decay
due to the bottom boundary layer. Each of these can be modelled by letting

1 o0

D(A) = 5 [ (k)™ exp(ik) F(A)dk. (28)
21 J—oo

where F(A) is the Fourier transform of A. The index “m” determines the type of dissipation;

m = 2 leads to the KdV-Burgers equation since then D(A) = Ay, (with v < 0), while m =0

(with a > 0) corresponds to linear Rayleigh damping. For a laminar bottom boundary layer

m = % and for a turbulent bottom boundary layer, it is customary to replace the expression

(3.3) with
D(A) = |A|A, (29)



Next we incorporate the effects of wave diffraction, for the case when these are relatively
weak. That is, relative to the dominant X — direction there is a weak tendency for the waves to
spread in the transverse y—direction. The appropriate evolution equation is then
o

s v A 1
2UA + %AA() + EAQAU] + C—3A¢¢¢ + V'D(A)}d, + §CQ(AYY - F2A) =0, (30a)
f

where Y =¢éy, and T = a2 (300)

Here we have also included the effects of the earth’s rotation (see [25]), represented by the local
value of the Coriolis parameter f, since the internal Rossby radius |¢/ f| may well be comparable
with other transverse scales. Note that fh/c is required to be at least 0(¢?). In the absence of
these rotation terms and the dissipative term, equation (30a) is a variable-coefficient Kadomtsev-
Petviashvili (KP) equation. Further, in the absence of any background variation so that (30a)
has constant coefficients, the KP equation is an integrable equation when v = 0, and is generally
accepted as an appropriate two-dimensional generalisation of the KdV equation.

More generally, when the background environment varies in both spatial directions, and
through the basic velocity and density fields, possibly in time also, an evolution equation anal-
ogous to (30a) can be derived [26]. In this very general situation, the modal functions and the
speed ¢ depend parametrically on slow time and horizontal spatial variables. The speed c is
then used to determine space-time rays which in turn then determine the dominant direction
for the wave propagation, so that s is a time-like variable along this ray, v is a phase variable
describing the wave structure and Y is a co-ordinate transverse to the ray. The counterpart
of the generalised KdV equation (27), or its two-dimensional counterpart, the generalised KP
equation (30a) can also be derived for deep fluids [27], thus providing the appropriate extension
of the ILW equation.

In general the gKdV equation (27) (or its two-dimensional counterpart (30a)) must be solved
numerically. However, to gain insight into the expected behaviour of the solitary wave solutions,
it is useful to consider the asymptotic construction of the slowly-varying solitary wave solution,
in which it is assumed that the background variability and the dissipative effects are sufficiently
weak that a solitary wave is able to maintain its structure over long distances. For simplicity,
we consider here only the case when the cubic nonlinear term in (27) can be ignored, and so put
v = 0 hereafter. In this case a multi-scale perturbation technique [28-29] can be used in which
the leading term is

{As +

A ~ asech?B (1) — / Vds) (31a)
0
pa  4AN3?
where V= E (31b)

Here the wave amplitude a(s), and hence also V (s), 8(s), are slowly-varying functions of s. Their
variation is most readily determined by noting that (27) possesses an “energy” law,

a e’} 0
— / o A%dy) + 207y / AD(A)dy = 0, (32)
85 — 00 —00

which expresses conservation of wave action flux in the absence of dissipation. Substitution of
(31a) into (32) gives

0 (20a? o0 9 9
— | =— +07a/ sech”5yD(asech” ) dy = 0. (33)
33 3 ﬁ —00

Using the relations (31b) this is an equation for a(s). However, although the slowly-varying

solitary wave conserves “energy” it cannot simultaneously conserve mass. Instead, it is accom-
panied by a trailing shelf of small amplitude but long length scale whose amplitude A_ at the



rear of the solitary wave is given by

WA

B, v [* (3
it ST {Geec®B0 — 1| Dlasectipv)av. (34)

When the coefficients A, p4,y,0 and ¢ are known explicitly as functions of s, the expressions in
(33) and (34) can also be readily evaluated explicitly. However, usually these coefficients, being
determined inter alia from the modal functions, are known only numerically, and hence a(s) and
A_(s) can also only be obtained numerically.

In the absence of any dissipation (i.e. v = 0) equation (33) shows that ca?3~! is a constant
on the ray path, and hence, on using the relations (31b) we see that

a® oc pc? JAo? (35)

gives an explicit formula for a(s). Further, in this case (3.10) shows that if the wave width 51
increases (decreases) along the ray path, then the trailing shelf amplitude A_ has the opposite
(same) polarity to the solitary wave. A situation of particular interest occurs when the coefficient
u(s) changes sign at some particular location, say s = sp. In the oceanic environment this
commonly occurs as the depth h of the ocean decreases, where p is typically negative in the
deeper water (here we consider waves propagating to the right so that I(13¢) > 0). In this
case, since the dispersive coefficient X is always positive (13b), it follows from (31b) that the
solitary wave is a wave of depression when p < 0, but a wave of elevation when p > 0. The
issue then arises as to how the solitary will behave as y — 0 (i.e. as s — sp), and in particular,
as to whether a solitary wave of depression can be converted into one or more solitary waves
of elevation as the critical point s = sq is traversed. This problem has been intensively studied
(see, for instance [30] and the references therein), and the solution depends on how rapidly the
coefficient p1 changes sign. If u passes through zero rapidly compared to the local width of the
solitary wave, then the solitary wave is destroyed, and converted into an oscillatory wavetrain.
On the other hand, if p changes sufficient slowly that the formula (35) holds, we see that as
1 — 0 so does a — 0 in proportion to |u|%, while 8 — 0 as |u|%, and A_ — oo as |,u|7§. Thus,
as the solitary wave amplitude decreases, the amplitude of the trailing shelf, which has the
opposite polarity, grows indefinitely until a point is reached just prior to the critical point where
the slowly-varying solitary wave asymptotic theory fails. A combination of this trailing shelf and
the distortion of the solitary wave itself then provide the appropriate “initial” condition for one
or more solitary waves of the opposite polarity to emerge as the critical point s = s is traversed.
However, these conclusions depend on the cubic nonlinear term in (27) being negligible in the
vicinity of s = sg. When this is not the case the outcome depends on the sign of v at s = s.
If v > 0 so that solitary waves of either polarity can exist when p = 0, then the solitary wave
preserves its polarity (i.e. remains a wave of depression) as the critical point is traversed. On
the other hand if v < 0 so that no solitary wave can exist when v = 0 then the solitary wave
of depression may be converted into one or more solitary waves of elevation, or into a Ireather
solution, or into an oscillatory wavetrain; for more details of this case, see [30].

Next we use equation (33) to determine the effects of dissipation. Here we assume that the
background is uniform so that the coefficients o, u, A,y and ¢ are all constants. Then, for the
case of a laminar bottom boundary layer m = 3 in (28) and equation (33) can be solved for a
to give A

1
4 2\ 4
a=ap{1l+0.168 (%) Vs (36)

where ap = a(0) is the initial value of the amplitude a and [y is related to ag through the
expression (31b). On the other hand, for a turbulent bottom boundary layer the expression (29)



should be used in (33) which leads to the expression

16 -
a:a0{1+1—5a075} . (37)
For typical oceanic parameters both these expressions give life times which are several orders of
magnitude greater than the wave’s intrinsic time scale.

The effects of the earth’s rotation is described by equation (30a) where I' represents the
Coriolis parameter; more precisely (¢2I')~! is the internal Rossby radius. In the absence of
any transverse dependence (i.e. A = A(s,9) and Ay = 0) equation (30a) is often called the
Ostrovsky equation [12] and has been intensively studied. Even for the case of a uniform
background (i.e. the coefficients o, u, A and ¢ are all constants) and no dissipation (i.e. v = 0),
the Ostrovsky equation possesses no solitary wave solutions when I" # 0 [32]. Instead a localised
initial condition decays with the radiation of Poincaré waves. For sufficiently small values of
I', the decay of a solitary wave due to this radiation can be calculated explicitly using the
slowly-varying solitary wave formulation [32], and it is found that

a=ag(l — *T2s/26y)? (38)

where we recall that ag is the initial amplitude and [y is related to ag by (31b). The formula
(38) predicts the extinction of the solitary wave in finite time. For typical oceanic parameters,
this extinction time is comparable with the life times due to dissipation, and hence the Coriolis
effect is a candidate for the eventual decay of oceanic internal waves.
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